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Computer simulation of marine ice accretion
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Marine icing can arguably be considered to be the primogenitor of icing problems,
having occasioned grief to mariners long before aircraft or electrical transmission
lines were invented. Adopting an historical perspective, we elucidate the nature of the
phenomenon and the scienti­ c and engineering approaches which have been embraced
to mitigate it. With a view to encouraging other scientists to address this problem,
we also identify the critical knowledge gaps which stand in the way of a ­ nal solution,
paying particular attention to recent developments and future trends in numerical
modelling and wind-tunnel experimentation.
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1. Introduction

(a) Background

The e¬ect of vessel icing on shipping, the ­ shery and o¬shore exploration and produc-
tion has been well documented (Shellard 1974; Panov 1978; Chung & Lozowski 1996).
Over the past 40 years or so, hundreds of papers have been published on marine icing
(Lozowski & Makkonen 2001). Despite this research activity, only limited counter-
measures to superstructure ice accretion have been developed (MIL Systems 1993).
As a result, much reliance has been placed on marine icing forecasting, so that the
operators and crews of vessels can be alerted to the potential danger and can take
appropriate precautionary measures, including avoidance.

The ­ rst marine icing forecasting techniques were simple algorithms, based on
statistical relations between the severity of icing and environmental conditions. These
algorithms were typically formulated as nomograms (Mertins 1968; Wise & Comiskey
1980). More recently, physical models of marine icing have been developed, which
were run initially on mainframe computers, but can now be run e¯ ciently on a
personal computer. These models can be used for research and design purposes, as
well as for forecasting.

In this paper, we will brie®y review the history of marine icing model development
and describe in some detail two new approaches to superstructure icing modelling
that have been developed at the University of Alberta.
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(b) The nature of marine ice accretion

There are a number of forms of ice accretion that can occur at sea. These arise
from the freezing and adhesion to a vessel of supercooled fog, freezing rain, snow
and various types of spray. It is generally conceded that the most severe icing arises
from the freezing of spray generated by vessel{wave interaction. The models we will
describe here will therefore focus on spray icing.

In many respects, marine ice accretions are similar to other types of ice accretion,
including hail, aircraft icing and transmission line icing. The ice growth is controlled
largely by the rate of impingement of spray and the external heat transfer. Typically
they all exhibit rough surfaces and may contain substantial liquid inclusions (up to
ca. 50% by mass). In a number of ways, however, they are quite distinct from other
types of accretion. First, they are formed from brine, and this a¬ects such relevant
physical variables as freezing point, equilibrium vapour pressure, viscosity and surface
tension. Second, marine ice accretions may grow to be much larger than their aircraft
or hail counterparts. This is a particularly important consideration because it means
that the underlying geometry of the vessel has an in®uence on the morphology of
large marine ice accretions, which diminishes with time. Although this may also be
true for other types of ice accretion, particularly rime ice accretions on mountain tops
(C. C. Ryerson, personal communication), the e¬ect is generally not so pronounced
for transmission lines, where even large ice or wet snow accretions tend to remain
cylindrical due to rotation of the wire. Finally, marine ice accretions are generally
wet, leading to the formation of roughness lobes, icicles and pendant ice masses.

Another distinguishing characteristic of marine icing has to do with the impinging
liquid. In aircraft icing and certain types of transmission line icing, the impinging liq-
uid consists of supercooled cloud droplets, typically tens of micrometres in diameter,
that are generally assumed to be close to the air temperature. In marine icing, the
impinging drops are typically one to two orders of magnitude larger (Ryerson 1995)
and they arise from the sea surface, with the result that their temperature usually
lies between the sea-surface temperature and the air temperature. Thus their tem-
perature at impingement will depend on where they strike the vessel. If nucleation
occurs in the droplets while in the air, they may impinge as partly frozen particles
at a temperature close to their freezing point. In this respect, marine spray icing is
somewhat analogous to icing under freezing rain conditions.

(c) Scope of the paper

The remainder of the paper is divided into four main sections. Section 2 provides
a brief history of marine icing computer models, x 3 a detailed discussion of the
United States Coast Guard Cutter (USCGC) Midgett model, a three-dimensional
time-dependent vessel-icing model, developed at the University of Alberta, x 4 a dis-
cussion of heretofore unpublished work on the modelling of spraying for o¬shore rigs,
and x 5 an overview of a novel approach to the modelling of large wet-ice accretions,
which we refer to as morphogenetic modelling.

2. A brief history of marine-icing computer models

Because there are several review papers extant that deal in part with the early
history of computer models of marine icing, this review will necessarily be brief. For
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more details, the reader is referred to the work of Jessup (1985), Lozowski (1988),
Makkonen (1988b), Lozowski & Gates (1991), Zakrzewski & Lozowski (1991) and
Lozowski & Makkonen (2001).

One of the earliest physically based models, used for forecasting marine icing,
was that of Borisenkov (1969). He considered freshwater icing on a cylinder and
assumed that the icing rate is determined by the convective heat transfer, both
sensible and evaporative, from the icing surface. Borisenkov’s icing rate formula
has been widely cited by subsequent investigators. Makkonen (1984), however, has
pointed out a signi­ cant error in its formulation. Moreover, it ignores the sensible
heat of the impinging spray, which can be quite signi­ cant (Lozowski et al . 1996),
radiative heat transfer and salinity e¬ects, so that its further use cannot be recom-
mended.

In the same year, Kachurin & Gashin (1969) published a more complete theory
of ship icing, also using a cylinder as the reference object. This work was derived
from earlier aircraft icing theory (Kachurin 1962; Kachurin & Morachevskii 1965).
Included in the theory are a number of important elements, not considered by
Borisenkov, such as the in®uence of the liquid ­ lm on heat transfer, the e¬ect of
salinity and the heat transfer associated with the impinging and run-o¬ liquid. In
addition, in order to calculate the last of these terms, these investigators also consid-
ered the e¬ect of wave height on spray generation and the cooling of spray droplets
in ®ight. Finally, they made an empirical connection between the iceload prediction
of the cylindrical model and the observed iceloads on research vessels. The resulting
forecasting tool was published in the form of a nomogram (Kachurin et al . 1974).
Makkonen (1988b) has pointed out an error in the Kachurin nomogram, related to
the e¬ect of salinity. The error has been acknowledged by Kachurin. Godard (1977)
o¬ered two computational approaches to solving the Kachurin model|the ­ rst a
direct numerical solution of the equations, and the second a ­ ve-dimensional numer-
ical interpolation of the nomogram. Stallabrass (1979) argued that the Kachurin
model is too complex, given the large uncertainties in our physical understanding
and the data. Consequently, he devised a simpler numerical model of marine icing
on a cylinder and calibrated it with Canadian icing observations.

Makkonen (1987) presented a model of salt entrapment in spray ice and incor-
porated it into a cylinder icing model. The convective heat transfer coe¯ cient in
this model is calculated using a separate numerical boundary-layer model of heat
transfer from a rough cylinder (Makkonen 1985). Recently, Blackmore & Lozowski
(1998) have developed a theoretical model of freshwater spongy spray icing on a
vertical cylinder, including a consideration of the sur­ cial morphology beneath a
falling supercooled liquid ­ lm, and the resulting entrapment of unfrozen liquid in
the dendritic ice matrix. This model, however, does not yet include salinity e¬ects.

A rather di¬erent approach to the modelling of vessel icing has been taken by
Blackmore & Lozowski (1994). Their model emphasizes the heat transfer between
the spray and the airstream, rather than the heat transfer between the icing surface
and the airstream. Hence it is applied directly to a vessel, rather than through a
correlation between simulated cylinder icing and observed vessel icing. This model
is simple to program, adaptable to vessels of di¬erent size and performs as well as
the Kachurin model, when tested against observations.

Horjen & Vefsnmo (1985), Horjen (1990) and Horjen & Carstens (1990) have also
described a marine icing model applicable to ships. They have detailed the model
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in numerous other publications, which, unfortunately, are mostly to be found in the
proprietary literature.

A parallel development of marine icing models applicable to o¬shore drilling ves-
sels has also occurred since the early 1980s, the impetus being the exploration and
development of hydrocarbon resources in the North Sea and o¬ the Canadian east
coast. While for geometrical reasons, these models di¬er in detail from ship icing
models, much of the underlying physics is the same. To the best of our knowledge,
there are four such models extant. These are the Ashcroft (1985) model, the Romag-
noli (1988) model, the RIGICE model (Roebber & Mitten 1987; Mitten 1994) and
the ICEMOD model (Horjen & Vefsnmo 1986a,b, 1987; Horjen et al . 1988). Chung
& Lozowski (1996) have recently reviewed the drilling platform icing problem, and
discuss RIGICE and ICEMOD. We will say more about these latter two models,
particularly RIGICE, in x 4 below.

3. A three-dimensional time-dependent vessel-icing model

In the late 1980s, Zakrzewski and colleagues published several papers on the spraying
of ships (Zakrzewski 1987; Zakrzewski & Lozowski 1987; Zakrzewski et al . 1988).
Using these models to predict the spray ®ux impinging onto various components of
the vessel, it became possible, in principle, to construct a more complete vessel-icing
model. Unlike previous models, such a model would be capable of predicting the
iceload distribution over the ship. This is an important consideration for seakeeping,
safety and stability. By its very nature, such a model would be vessel speci­ c and
it could readily be made time dependent in the sense of responding to changing
environmental conditions.

The report by Lozowski & Zakrzewski (1993) describes the details of the ­ rst
such model, developed for the USCGC Midgett, a high endurance coast guard patrol
vessel. Subsequently, Chung & Lozowski (1999) improved the methodology, devel-
oping an icing model for the Canadian ­ shing trawler, MV Zandberg. Chung and
his colleagues incorporated a new approach to spray prediction, based on an anal-
ysis of model spraying experiments in the towing tank of the Institute for Marine
Dynamics, National Research Council Canada. They also introduced a simpler grid-
cell discretization of the vessel surface that permitted graphical visualization of
the ice-accretion distribution over the vessel. Because the spraying component of
the USCGC Midgett model is adaptable to other vessels, while that for the Zand-
berg model is not, we choose to describe the USCGC Midgett model here in some
detail.

(a) Model structure

First, the ship surface was divided into four general areas in which ice accretion
is a concern (ahead of the main superstructure, the superstructure, the masts and
antennae and the decks). Within these areas, a total of 46 icing targets were identi­ ed,
such as the `foregun on the forecastle deck’, the `hurricane bow’ and so on. The targets
were then subdivided into a total of 145 components, and the components in turn
were discretized into a total of 1381 grid cells.

The model itself consists of four basic modules: a text-based user interface for the
selection of targets and the input of environmental parameters; a spray generation
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and spray trajectory module; an ice growth module and an output module. The out-
put at each forecasting time-step (typically hourly) consists of the iceload, thickness
and centre of gravity for each component, and for the entire vessel. The required
model input consists of: air temperature; dewpoint temperature; air pressure; true
or apparent wind speed and direction; sea-surface temperature; sea-surface salinity;
fetch; ship speed; and course.

The model computes the ice accretion resulting from a single spraying event for
each forecasting time-step. The total accumulated ice accretion is then determined by
multiplying by the number of spraying events during the time-step. Because environ-
mental conditions may change from one forecasting time-step to the next, the icing
computations are repeated at each forecasting time-step, with the iceloads being
accumulated.

In the model, the ship is allowed only one degree of freedom, namely forward
translation. Possible e¬ects on splashing of pitch, roll, yaw, heave, surge and sway
are ignored. Feedback between the ice accumulation and the ship dynamics is also
ignored. Chung et al . (1995) succeeded in taking this feedback into account for the
Zandberg model, but only with enormous computational e¬ort.

(b) Algorithms for model physics

(i) Representation of the seaway

It is assumed that the ship moves in regular seas, and that each wave encounter
that leads to splashing is identical, during a particular forecasting time-step. The
ocean is assumed to be deep, with a fully developed wave ­ eld, characterized by the
signi­ cant wave. The signi­ cant wave height, H s , and period, T s , are calculated from
the fetch, using ­ fth-degree polynomials ­ tted by Zakrzewski (1987) to signi­ cant
wave height and period data in the Handbook of Oceanographic Tables (Bialek 1966).

(ii) The spray jet

The ship{wave interaction is envisaged to give rise to a spray jet in the form of a
thin liquid sheet that emerges from a portion of the forward perimeter of the ship. At
the initial time, it is assumed that this jet has already broken up into spray droplets
of uniform size and that the liquid water concentration (LWC) of the spray cloud
varies only with height. The jet is taken to be at rest initially, in a frame of reference
moving forward with the ship. The motion of the droplets in the spray cloud is
determined by solving the equation of motion for a single droplet. No allowance is
made for variation of the wind with height, or for de®ection of the air®ow by the
ship. Since all the droplets are assumed to be identical, their trajectories are therefore
congruent.

In order to determine the spray ®ux to a particular grid cell, the droplet trajectory
is projected backwards (upwind) from the centre of the grid cell, until it intercepts
(or fails to intercept) the spray jet. If it does not intercept the jet, that grid cell
remains dry and no ice accumulates during that forecasting time-step. Should the
reverse trajectory intercept the spray jet, the liquid ®ux impinging onto the grid cell
is the product of the normal component of the droplet impact speed and the LWC
at the point of origin of the trajectory in the spray jet.
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The vertical distribution of LWC in the spray jet, w(z), is that proposed by
Zakrzewski (1987),

w = 6:46 £ 10¡5H s v
2
s w exp ¡ z

1:82
; (3.1)

where H s is the signi­ cant wave height and v s w is the ship speed relative to the
waves. SI units will be used, unless otherwise stated, so that w is in kg m¡3.

The ship geometry is speci­ ed in a Cartesian coordinate system, with the z-axis
vertically up, the x-axis parallel to the vessel’s centreline and directed from bow to
stern, and the y-axis pointing from port to starboard. The spray jet dimensions are
based on the work of Zakrzewski et al . (1988) for a ­ shing trawler, with modi­ cations
to allow for the larger size of the USCGC Midgett. The spray jet begins at the bow
(x = 0) and extends symmetrically along both sides of the vessel to a position, xe,
given by

xe = 2:0H s + 0:04v2
s w ¡ 10:0: (3.2)

If xe is negative, there is no spray jet. It should be noted that the assumed spray
jet symmetry does not necessarily imply symmetry of spraying, since the spray is
transported onto the vessel by the relative wind. The ship speed relative to the waves
is given by (Aksyutin 1979)

v s w = 1:56Ts + v s cos( º ¡ ¬ ); (3.3)

where Ts is the signi­ cant wave period, v s is the ship speed and ¬ is the angle
between the ship velocity vector and the wave celerity (phase velocity) vector. The
wave celerity vector is taken to be parallel to the 10 m wind vector. Because (3.1)
speci­ es no ­ nite upper bound to the spray jet, a practical upper limit is estimated
as follows. The maximum height of the spray jet is estimated from

Hm = H s +
v2

s w

2g
; (3.4)

where g is the acceleration due to gravity. The second term on the right is based on
the premise that the spray jet is launched vertically with a speed equal to v s w, and
that air drag can be ignored. Hence it most likely overestimates the actual spray jet
height. However, this is not a serious concern because of the rapid reduction of LWC
with height given by (3.1).

Spray jets are not generated with every ship{wave encounter (Aksyutin 1979;
Panov 1976; Horjen & Carstens 1990). Zakrzewski (1987) has observed spray jet
generation with every second wave on a ­ shing trawler. I. Horjen (personal commu-
nication) has observed spray jet generation with every fourth wave encounter on a
large whaling vessel. The latter result was adopted in the model. The wave encounter
interval, Pw, is given by Aksyutin (1979)

Pw =
1:56T 2

s

v s w
: (3.5)

The duration of a spray event, P s , is adapted from the formula proposed by
Zakrzewski (1987) for a ­ shing trawler,

P s =
10:0v s wH s

U 2
; (3.6)
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where U is the 10 m wind, and the constant has been adjusted for consistency with
the observed spray duration on the USCGC Midgett of 3 to 5 s (Ryerson 1995).

(iii) Equations of motion and thermodynamics of the spray droplets

The model uses the Zarling (1980) formulation to compute the trajectory and
thermal evolution of droplets of diameter 1.75 mm. The droplets are assumed to be
spherical, and coalescence and break-up are ignored. Evaporative cooling is consid-
ered, but the e¬ect of evaporation on droplet mass is negligible, and hence neglected.
The droplet motion is con­ ned to a vertical plane and its trajectory is calculated
in a frame of reference translating with the vessel. Initially, the droplet is taken to
be at rest, relative to the ship, and its subsequent motion is controlled by air drag
and gravity. The trajectory is computed until the horizontal coordinate along the
trajectory, ¹ , exceeds the length of the ship.

The droplet equation of motion is

dv d

dt
= ¡ 3

4

C d

D

» a

» w
jv d ¡ U j(v d ¡ U ) ¡ g

» a

» w
¡ 1 ; (3.7)

where D is the droplet diameter, v d the droplet velocity, U the (constant) 10 m wind
speed, g the acceleration due to gravity, » a the air density, » w the brine density and
C d the droplet drag coe¯ cient according to Langmuir & Blodgett (1946),

C d =
24:0

Re
+

4:73

Re0:37
+ 6:24 £ 10¡3Re0:38; (3.8)

where Re is the droplet Reynolds number. The two scalar components of (3.7) were
solved numerically using the Euler method with a time-step of 5 ms.

The initial temperature of the droplets in the spray jet is taken to be that of
the sea surface. Subsequently, the droplets cool and eventually supercool due to
convective, evaporative and radiative heat transfer with the airstream. We ignore any
temperature gradients in the droplets, assuming them to be thermally homogeneous.
Unlike other models (e.g. Stallabrass 1980), the range of the droplet trajectories is
not ­ xed, and hence the impact temperature of the impinging spray varies over the
vessel, generally decreasing with distance aft. The droplet cooling equation may be
expressed as

mc b
dT d

dt
= 4 º r2(C + E + R); (3.9)

where m is the droplet mass, cb is the speci­ c heat capacity of the brine, Td is the
droplet temperature, and r is the droplet radius. The terms C, E and R are the
convective, evaporative and long-wave radiant heat ®uxes, respectively. These may
be expressed as follows

C = hc(Td ¡ Ta);

hc =
Nuka

D
;

Nu = 2:0 + 0:6Pr0:33Re0:5;

(3.10)
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where hc is the convective heat transfer coe¯ cient of the droplet, Ta is the air tem-
perature, ka is the thermal conductivity of the airstream, D is the droplet diameter,
Nu is the droplet Nusselt number and Pr is the Prandtl number of the airstream,

E = hv » alv(q d ¡ qa);

hv =
ShDw

D
;

Sh = 2:0 + 0:6Sc0:33Re0:5;

(3.11)

where hv is the convective mass transfer coe¯ cient for water vapour in air, q d is
the saturation speci­ c humidity at the temperature of the droplet, qa is the speci­ c
humidity in the airstream, » a is the density of the airstream, lv is the speci­ c latent
heat of vaporization at the droplet temperature, Sh is the droplet Sherwood number,
Dw is the di¬usivity of water vapour in air and Sc is the Schmidt number of the
airstream.

R = "¼ (T 4
d ¡ T 4

a ); (3.12)

where " is the droplet emissivity (taken here to be unity) and ¼ is the Stefan{
Boltzmann constant.

Because the droplets are large, a spray collision e¯ ciency of unity is assumed for
all ship components. For the cells that are sprayed, the spray ®ux is given by

F s = wA(v s n̂); (3.13)

where w is the liquid water content in the spray jet at the point of origin of the
trajectory, A is the area of the grid cell, vs is the impact velocity of the spray and n̂
is the unit inward normal vector to the grid cell surface. The droplet impact velocity
is interpolated along the computed trajectory at the point where the trajectory
intersects the centre of the grid cell. Equation (3.13) is based on the steady-state
conservation of mass ®ow along ®ux tubes that are bounded by droplet trajectories.

(iv) Ice growth

The conceptual model of water delivery and ice accretion

The icing model has a fast and slow time dependence. The slow time dependence
responds to hourly changes in the environmental conditions. The fast time depen-
dence responds to changes in liquid ®ux during a single spraying event, in particular
the transition from spray impingement to spray-free conditions. The total dura-
tion of a spraying event is taken to be the interval between sprays, namely 4Pw.
The time-step for the icing computations during the event is 1 s. Unfrozen brine is
allowed to ®ow downwards between grid cells after each time-step, so that, even after
spraying has ceased, unfrozen brine may continue to ®ow and produce additional ice
accretion. However, because the model considers only a single spraying event, any
unfrozen brine remaining at the end of the event is ignored. In addition, because the
model does not take into account lateral or longitudinal ®ow of brine, the transport
of brine from component to component is not considered. A single spraying event
can therefore be divided into three distinct intervals: ­ rst, the interval during which
spray is impinging upon a grid cell, P s , which is a constant for all grid cells; second,
the interval following direct spraying during which unfrozen brine continues to ®ow
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over the ship’s surface (this varies from grid cell to grid cell); and third, if all the
brine eventually freezes, the interval prior to the next potential spraying event, dur-
ing which no spray impingement, brine ®ow or accretion occurs. The total duration
of all three intervals is 4Pw.

The conceptual model of the icing system in each grid cell consists of an underlying
steel plate, which is assumed to play no role in the process other than to provide
a substrate for the ice, and an overlying accretion layer, consisting of pure ice and
entrapped brine pockets. Surmounting this, there is a layer of unfrozen brine and
­ nally the cold airstream. It is assumed that the accretion layer and the unfrozen
brine are at the same spatially uniform temperature. This temperature is the equilib-
rium freezing temperature of the entrapped brine and the overlying unfrozen brine,
which are assumed to have the same salinity.

Heat transfer and pure ice growth

Four heat ®uxes control the rate of pure ice formation in each grid cell: the convec-
tive heat ®ux, Qc; the evaporative heat ®ux, Qe; the radiative heat ®ux, Qr; and the
sensible heat ®ux associated with both the directly impinging spray and the surface
®ow of unfrozen brine, Qs . The convective heat ®ux is given by

Qc = h(Ts ¡ Ta); (3.14)

where Ts is the equilibrium freezing temperature of the surface brine, Ta is the air
temperature and h is the local convective heat transfer coe¯ cient. h is considered
to be a constant for all of the grid cells of a particular component, but varies from
component to component. It is determined from the Nusselt number for the surface,
Nu,

h =
Nuka

L
; (3.15)

where ka is the thermal conductivity of air and L is the characteristic length of the
component. The Nusselt number is determined as follows

Nu =
0:036Pr0:33Re0:80 for planar components;

3:0Re0:50 for cylindrical components;
(3.16)

where Pr is the Prandtl number for the airstream and Re is the Reynolds number of
the component, de­ ned using the relative wind speed and the characteristic length
of the component. The characteristic dimension is taken to be the diameter for cylin-
drical components and the maximum dimension along the direction of the relative
wind for planar components.

The evaporative heat ®ux is given by

Qe =
"lv
pcp

Pr

Sc

0:63

h(es ¡ ea); (3.17)

where " is the ratio of the molecular weights of water vapour and dry air, lv is the
speci­ c latent heat of vaporization at the surface temperature, p is the atmospheric
pressure, cp is the speci­ c heat of air at constant pressure, Sc is the Schmidt number
for air, es = e s (Ts ) is the saturation vapour pressure over the brine surface and
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ea = res (Ta) is the partial pressure of water vapour in the airstream, with r the
relative humidity. Neglecting the e¬ect of salinity on the saturation vapour pressure,
it is calculated using the Bolton formula for fresh water,

es (T ) = 611:2 exp
17:67T

T + 243:5
: (3.18)

The radiative heat ®ux is give by

Qr = 4:4(Ts ¡ Ta); (3.19)

which approximates linearly the black body radiative heat exchange between the
icing surface and the airstream, the emissivity of both being taken to be unity.

Finally, the sensible heat ®ux is given by

Q s = Rcw(T s ¡ Ti); (3.20)

where R is the total brine ®ux to the grid cell, both from impinging spray and from
run-o¬ from other cells, cw is the speci­ c heat capacity of the brine and Ti is the
mean temperature of all the incoming brine.

It should be noted that all of these ®uxes are de­ ned in such a way that they are
positive if they represent a heat loss to the system and hence can contribute to ice
formation. Thus the rate of pure ice formation, I, is given by

I =
Qc + Qe + Qr + Qs

lf
; (3.21)

where lf is the speci­ c latent heat of freezing of pure ice at the surface temperature.
Equation (3.21) cannot be solved directly because T s is an unknown. We take this
to be the equilibrium freezing temperature of the entrapped brine and the unfrozen
surface brine, both of which are assumed to have the same composition. This tem-
perature is a function of the salinity of the unfrozen brine and it may be determined
from the phase equilibrium equation once the salinity is known. The latter may be
computed from the condition that salt mass is conserved, and the assumption that
the pure ice rejects all salt into the brine pockets, or into the liquid surface layer,
as it freezes. The resulting set of equations is solved using an approach proposed by
Blackmore et al . (1989).

(c) Brine entrapment and surface ° ow

Once I has been determined, the rate of unfrozen brine accumulation, B, is simply
given by

B = R ¡ I: (3.22)

However, B in itself does not specify the partitioning of the unfrozen brine between
the brine pockets trapped in the ice and the liquid brine on the ice surface. Makko-
nen (1987) and Blackmore & Lozowski (1998) have proposed theoretical means to
determine this partitioning, but neither approach is entirely satisfactory, yet. Conse-
quently, we use the empirical results of Panov (1976) and Zakrzewski (1987), which
suggest that the overall salinity of the accretion, ŝ, is ca. 75% of the salinity of the
impinging brine, sw,

ŝ = 0:75sw: (3.23)

Phil. Trans. R. Soc. Lond. A (2000)

 rsta.royalsocietypublishing.orgDownloaded from 

http://rsta.royalsocietypublishing.org/


Computer simulation of marine ice accretion 2821

Equation (3.23) is used as follows to estimate brine entrapment. We may formally
write B as the sum of the entrapped brine mass, Be, and the surface brine mass, B s ,

B = Be + B s : (3.24)

The ice fraction of the accretion, fd , is de­ ned as

fd ² I

I + Be
: (3.25)

The freezing fraction, fr, is de­ ned as

fr ² I

I + B
: (3.26)

The overall salinity of the accretion, ŝ, is de­ ned as

ŝ ² s b Be

I + Be

; (3.27)

where s b is the salinity of the entrapped brine. Equations (3.25) and (3.27) may be
rearranged to yield

fd = 1 ¡ ŝ

sb

: (3.28)

Finally, by rearranging (3.25), we have

Be = I
1

fd

¡ 1 : (3.29)

In the code, f d is calculated from (3.28), using ŝ from (3.23), and with sb deter-
mined from T s . The resulting iteration is performed according to Blackmore et al .
(1989). Based on recent marine-icing wind-tunnel experiments, fd always exceeds
ca. 0.5. Hence this value is imposed as a lower bound. Once I and Be have been
determined, B s can also be readily determined. All of this surface brine ®ux is pre-
sumed to ®ow downwards to the grid cell immediately below, for vertical compo-
nents (e.g. bulkheads), or to the grid cell immediately aft, for horizontal components
(e.g. decks).

The entire process is repeated for each 1 s icing time-step. The accretion load on
each cell during each time-step is accumulated over a single spray cycle. The load
during a forecasting time-step (typically 1 h) is determined by multiplying the spray
cycle load by the number of spray cycles in a forecasting time-step. The accretion
thickness is calculated from the load, using an accretion density that takes into
account both the pure ice and the entrapped brine. Air bubble inclusions are ignored.
The accretion load on each component is determined by summing over all the grid
cells in the component, and the total load on the ship is determined by summing
over all components. Finally, the centre of gravity of the iceload on each component
and on the entire vessel is computed.

(d ) Results

We present here a sensitivity analysis of the USCGC Midgett icing model. The
total iceload accumulated on the entire ship over 24 h, under constant environmental
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Table 1. Standard conditions used in the USCGC Midgett model

air temperature ¡17:8 ¯C

dew point temperature ¡18:3 ¯C

air pressure 100.9 kPa

true wind speed 20.6 m s ¡ 1

true wind direction 0¯

sea surface temperature ¡1:7 ¯C

sea surface salinity 33.5 %%
fetch 926 km

ship speed 12.9 m s ¡ 1

ship course 0¯

conditions, is plotted against each of seven model input parameters. While each of
these parameters is varied one at a time, the remaining model parameters are held
constant at the standard values given in table 1. The apparently strange choice of
values results from the fact that the standard parameters were originally speci­ ed
using non-SI units (for example, the standard air temperature is 0 ¯F).

The standard conditions lead to head winds and waves and to symmetrical spraying
and icing. All the model input parameters may be varied. However, it is redundant
to vary both ship course and true wind direction, so the former was ­ xed at 0¯. With
these standard conditions, the model was found to be quite insensitive to air pressure
and dew point temperature. Consequently, air pressure variations are not considered
here, and the dew point temperature is set to 0.5 ¯C below the air temperature.

The air-temperature sensitivity is illustrated in ­ gure 1a. It is almost linear, with
the load vanishing at ca. ¡ 1:8 ¯C. The model exhibits a nonlinear sensitivity to wind
speed (­ gure 1b), although it is a monotonically increasing function of wind speed.
This occurs because there are several modelled physical processes that depend in
various ways on the wind speed{spray jet geometry and liquid water content, the
longitudinal extent of spraying, the heat transfer from the spray droplets and the
heat transfer from the icing surface.

The in®uence of true wind direction is shown in ­ gure 1c. The loads are symmet-
rical as the wind shifts from port to starboard, since the ship geometry is also parity
symmetrical. The load increases by ca. 5%, from 0 to ca. 15¯, and it then drops rapidly
to zero by ca. 120¯. These trends are qualitatively consistent with those observed on
board vessels by Panov (1976) and by Tabata et al . (1963).

The in®uence of sea-surface temperature on the iceloads is shown in ­ gure 1d.
In all of the calculated cases, the air temperature was held constant at ¡ 17:8 ¯C,
so no account was taken of the in®uence of the air temperature on the sea-surface
temperature or vice versa. The sea-surface temperature is taken to be the initial
temperature of the spray drops, and hence it in®uences the impact temperature and
the sensible heat of the impinging spray. Initially, there is an almost linear trend of
declining iceloads with increasing sea-surface temperature. At higher temperatures,
the rate of decline is reduced, with some ice accretion occurring even at a sea-surface
temperature of +12:8 ¯C. Of course, this is an unrealistic result, but it occurs because
of the low air temperature in the model, and hence, over several seconds, the spray
drops can cool below their freezing point prior to impacting on the surface of the
vessel.
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The variation of iceload with sea-surface salinity is shown in ­ gure 1e. The model
exhibits a slow, linear decline in the iceload with increasing salinity, consistent with
the physics of brine ice accretions. There is, however, a physically unrealistic discon-
tinuity at exactly zero salinity (not shown). This occurs because the ice sponginess
algorithms for brine and fresh water are not suitably matched to each other. Until
this matter is resolved, fresh water ice accretions are simulated in the model with a
salinity of 0.1 %% . With this correction, the iceload is reduced by about one-third in
going from fresh water to brine of 35 %% .

The in®uence of fetch on the iceload is illustrated in ­ gure 1f . In the model, the
iceload increases monotonically with increasing fetch, almost doubling as the fetch
increases from ca. 200 to 2000 km. This is caused by increasing wave height, which
enhances both the extent of the spray zone and the brine ®ux.

The variation of iceload with ship speed is shown in ­ gure 1g. The model exhibits
an approximately quadratic increase in iceload with ship speed. Ship speed in®uences
several model processes, including the geometry and liquid water content of the spray
cloud, the longitudinal extent of the spray zone and the heat transfer from the wetted
surface of the ship. Clearly, the reduction of vessel speed is a powerful tool, within
the control of the captain, for reducing the rate of ice accretion. Because of the
nonlinearity of the relation between icing rate and ship speed, this reduction in icing
rate will not be completely o¬set by longer transit times.

4. Modelling icing of a drilling rig

(a) The ICEMOD and RIGICE models

There are two widely used detailed numerical models that simulate and predict icing
on o¬shore drilling rigs. These are ICEMOD (Horjen & Vefsnmo 1985, 1986a; b;
Brown et al . 1988), developed at the Norwegian Hydrodynamic Laboratories, and
RIGICE (Brown et al . 1988), developed by the MEP Company and Compusult Ltd
for the Atmospheric Environment Service of Canada. As with the USCGC Midgett
model, both of these models are based on structural segmentation of the rig; that
is, icing is simulated separately on the various cylindrical components of the struc-
ture. Each cylindrical component is in turn segmented so that the iceload may be
determined as a function of height above mean sea level.

The most recent time-dependent version of ICEMOD is based on the equations for
conservation of mass, heat and salt within the brine ­ lm on the icing surface. The
model takes into account local changes in these properties, as well as the thickness
and ®ow velocity of the brine ­ lm, caused by periodic spraying, wind drag and
gravity. The impinging spray ®ux is based on empirical expressions for the mean
brine collection rate at various heights, as measured on drilling platforms at sea. A
particular spray drop size distribution is assumed, and drop cooling is calculated in a
manner similar to that described in x 3 b (iii). Also, the icing calculations of ICEMOD
are essentially similar to those for the USCGC Midgett model, described in x 3 b (iv).
However, in the recent versions of ICEMOD and in RIGICE, the brine salinity is
calculated from the equation of Makkonen (1987),

s b =
sw

1 ¡ f d n
; (4.1)
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Figure 1. In° uence of seven model input parameters on the 24 h iceload accumulated over the
entire USCGC Midgett. Other model parameters are given in table 1.

with the ice fraction fd taken to be 0.66 in ICEMOD and 0.72 in RIGICE. Here, n is
the ratio of the rate of spongy accretion to the spray ®ux. Equation (4.1) retains the
important feedback between the brine salinity, s b , and the accretion rate (Makko-
nen 1987), in contrast to the procedure used in the USCGC Midgett icing model,
described in x 3 b.

RIGICE is in many respects similar to ICEMOD, the principal di¬erences being
di¬erent spray ®ux formulations, and the fact that RIGICE operates with time mean
environmental inputs, while ICEMOD is fully time dependent. RIGICE also includes
some simple additional assumptions. For example, RIGICE has no drop cooling algo-
rithm. It also assumes that any unfrozen brine is lost by wind drag, rather than
®owing over the accretion surface, thereby in®uencing accretion on lower levels of
the structure.

More details and discussion of the similarities and di¬erences between ICEMOD
and RIGICE have been given by Brown et al . (1988). This report also presents some
model run intercomparisons and related wind-tunnel tests on cylinder icing. These
results indicate that while ICEMOD behaves more realistically than RIGICE in some
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Figure 1. (Cont.)

individual comparisons, the correlation between the results of the two models is high,
suggesting that the simpli­ cations made in RIGICE do not necessarily weaken its
overall predictive ability. It is also clear that in order to fully use such model features
as drop cooling, pulsed spraying and time-dependent icing, one would need a signi­ -
cantly improved understanding of the processes of spray ®ux production, entrainment
of cold air into spray clouds and the ®ow of unfrozen brine over accretion surfaces.
Overall, unpublished comparisons of model simulations with icing data from drilling
rigs have shown promising results, but inadequate data on spray ®ux as a function of
height are a bottleneck in comparing model predictions with observations. Because
of this, we present in the following sections a previously unpublished improvement
to RIGICE, with simulation of wave-impact spray generation.

(b) Liquid water content and spray ° ux

In many marine icing models, a vertical distribution of LWC is assumed such
as that given in (3.1). Based on measurements taken far from the spray source,
the LWC in such formulations diminishes exponentially with height. In a vertically
homogeneous wind, so does the brine ®ux that impacts the structure. However, when
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a structure close to the ejection point of the droplets is considered, the vertical
distribution of the spray ®ux distribution will not necessarily be exponential, since
the droplets will impact in the early stages of their trajectories. In addition, the
impinging brine ®ux distribution will depend strongly on the distance between the
ejection point and the structure. Hence the vertical LWC distribution, determined
from the impinging ®ux and wind speed, will also vary with distance from the brine
droplet source.

Consequently, there is no single instantaneous or mean LWC distribution that
is relevant to rig icing due to wave impact. The spray ®ux must instead be calcu-
lated directly using drop trajectory analysis, as, for example, was done in Chung
& Lozowski (1999). The vertical brine ®ux distribution at any instant may be very
di¬erent from the mean ®ux distribution. For example, the impinging brine ®ux dis-
tribution from a single spray event may exhibit a sharp peak at some height, rather
than a monotonic decline with height. Hence the procedure used by ICEMOD, in
which the spray is modelled by a pulsed occurrence of a mean water ®ux, is not
necessarily to be preferred over the simpler stationary ®ux approach of RIGICE.

As discussed above, the vertical spray ®ux distribution averaged over many spray
events may bear little similarity to the spray ®ux distribution during an individual
spray event. Why then do observations imply a mean ®ux that diminishes exponen-
tially with height? The answer is likely to be a simple one. The ejection height of
spray increases with increasing wave height. In view of the distribution of wave height,
one may expect that less brine will reach high levels, because there is a diminishing
number of large waves. Hence it is apparent that it is only possible to simulate the
spray ®ux onto rigs with due consideration of the wave height distribution function.

(c) The new RIGICE spray model

The new SPRAY algorithm used in RIGICE incorporates the following principal
features: ®ux distribution calculations based solely on droplet trajectories; a depen-
dency on wave period, wave height and wave spectrum; wave run-up on the structure;
and a consideration of wave force in determining droplet ejection. The wave param-
eters used in the SPRAY algorithm are derived from linear wave theory, and the
waves themselves are modelled as sinusoidal. The force exerted on the structure by
the wave is used to determine the droplet ejection point, and the di¬erence between
the slope of a droplet’s initial velocity vector and the slope of the wave at the ejection
point is used as an ejection threshold condition. Currently the model ejects droplets
in three dimensions, but the droplet trajectory calculations are performed in two
dimensions, namely longitudinal and vertical. Hence the spray ®ux delivered to the
structure is assumed, for now, to be laterally homogeneous.

Because wave heights in a given wave train can vary considerably, the SPRAY
algorithm uses a wave height probability distribution to determine the number of
waves of a particular height interval that impact the structure during a given time
interval (typically 1 h). The probability density function used to represent the wave
height spectrum is a Rayleigh distribution, which is valid for wave modelling over
narrow-band spectra (Sarpkaya & Isaacson 1981). Currently the algorithm discretizes
the spectrum into ­ ve wave height intervals, although this could be increased at the
expense of additional processing time. The intervals are chosen in such a way that
they centre around the mode of the distribution, for a particular signi­ cant wave
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height. Each wave interval in the spectrum is characterized by its average wave
height. The wave period is taken to be a constant, equal to the signi­ cant wave
period. For each wave height category, the brine ®ux is calculated for a single spray
event, then multiplied by the number of events per hour and ­ nally averaged over
the hour to obtain an equivalent continuous brine ®ux. The ice accretion load is
calculated independently for the waves in each of the ­ ve height categories and the
loads are then summed to obtain the total load for all waves.

In addition to the wave-impact ®ux distribution calculated in the SPRAY mod-
ule, a brine ®ux due to wind-generated spray is also applied to the structure. This
depends upon the steepness of the waves. The ice-accretion computations due to
wind-generated spray ®ux are run concurrently with the wave-impact spray ®ux
computations.

Within the SPRAY module, the wave is modelled as sinusoidal and the wave
parameters are calculated using linear wave theory. The model inputs are the current
wave height and the signi­ cant wave period. From these, the wavelength, wavenumber
and celerity are calculated. Wave di¬raction theory is used to calculate wave run-up
on the structure and the wave position for maximum wave force on the structure,
based on linearization of the phase angle results of Sarpkaya & Isaacson (1981).
The initial droplet velocity components are calculated using deep water linear wave
theory with the wave at the zero-force point, which occurs º =2 radians before the
maximum force point. An additional vertical velocity component is added based on
wave run-up, taking into account the wave force run-up rise time, tr, between the
zero-force and maximum-force points. A horizontal velocity component is also added
based on the celerity of the wave. Droplet trajectory calculations are then performed.

The initial velocity components given to the drops are determined by

u =
º H

½
ekz sin ³ + C; w =

º H

½
ekz cos ³ +

zr ¡ z

tr
; (4.2)

where u, w are, respectively, the x (longitudinal) and z (vertical) components, H
is the upstream height of the incident wave at zero force, ½ is the signi­ cant wave
period, k is the wavenumber, z is the amplitude of the incident wave at zero force, ³
is the phase angle of the incident wave at zero force, C is the wave celerity, zr is the
wave run-up height at maximum force and tr is the rise-time of the force.

Droplet trajectories are calculated one at a time from initial positions that vary in
both the x and y directions, using the initial velocities given above. The di¬erence
between the absolute slope of the initial droplet velocity vector and the absolute
slope of the wave at the ejection point is used as a threshold condition to determine
whether or not a droplet is ejected.

A predetermined wave area is associated with droplet ejection from each wave. The
number of droplets ejected is estimated as the total number of spherical droplets that
would ­ t compactly onto a surface of this area. The droplet diameter is set by the
user. The resulting brine volume is then applied to the discrete vertical interval on the
structure, onto which the ejected droplets are found to impact following trajectory
calculations. In this way, one obtains the vertical distribution of brine ®ux during
1 s intervals. The overall ®ux delivered to each vertical level on the structure is
then obtained by averaging over the wave period. Finally, this ®ux is applied for
a time interval determined by the number of impacting waves per hour. Once ice-
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accretion calculations for the current wave height increment in the spectrum have
been completed, a new wave height interval is selected and the process is repeated.

It is likely that particularly violent spray production is associated with steep waves.
However, the theory elaborated above, in particular the force and ejection point
computations, is applicable only to waves of small to moderate steepness. Steep
waves are characterized by large heights and short periods. The upwind surface
is steep while the downwind surface is less so. For such waves, the calculation of
the droplet ejection point, as described above, tends to initiate droplet ejection at
unrealistic distances from the structure. Hence, for very steep waves, an adjustment
factor is incorporated into the model. This factor has little e¬ect on the calculated
ejection point for waves of low steepness, but it moves the ejection point ca. 50%
closer to the structure for the steepest waves.

Experimenting with this calibrated icing model for a drilling rig has led to some
promising results. However, the basic processes of spray generation and ejection on
impact between a wave and a structure remain poorly understood. The algorithm
used in RIGICE and described above has given some insight into this problem, but
it is only a modest ­ rst attempt, as several critical factors, including spray droplet
size, are inputs rather than outputs of the model.

5. Morphogenetic models

One of the features of marine ice accretions that continuous models of the sort
described above are unable to capture is the complexity of the ice structure. Even
time-dependent ice-accretion models (e.g. Baker et al . 1986; Szilder et al . 1987; Poots
& Skelton 1990) have a limited ability to simulate the observed complexity of large
ice accretions. Although we have no ­ rm proof, we suspect that this complexity
leads to a number of important physical e¬ects, all of which may tend to increase
the iceload. First the surface area of the accretion is increased. This will enhance the
collection of directly impinging spray and of surface brine ®ows. It is also likely to
increase the total heat transfer from the surface, and possibly also the average heat
®ux. In addition, pendant ice formations (e.g. icicles) can form from dripping brine
that would otherwise be lost.

Since much of this surface complexity appears to arise from the freezing of surface
brine ®ows, it was necessary to devise a modelling method that could take these into
account, in complex geometries that evolve in response to the process that creates
them. Szilder (1993, 1994) was the ­ rst to develop such techniques and to apply
them to ice accretion on cables under freezing rain conditions. Subsequent devel-
opment and analysis of this type of model has led to the conclusion that they are
also applicable to marine icing simulation, although computer limitations have so
far constrained their application to relatively small domains. In addition, spongi-
ness and salinity e¬ects have not yet been taken into account. Ways of relating the
microscopic model parameters to the macroscopic environmental parameters are also
still under development. Nevertheless, we believe that this modelling approach holds
su¯ cient promise for application in the marine environment that we describe it here
in some detail and show a number of examples of what can be done with it. We
call this approach morphogenetic modelling because the shapes of ice structures that
are formed are determined largely by the particle ®ow and freezing processes, rather
than by the boundary or initial conditions of the problem. What this means is that
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ice structures can develop, particularly pendant ice structures, that bear little resem-
blance to the surface on which they are formed. One of the consequences is that the
modelled structures are `chaotic’. That is, two slightly di¬erent initial conditions can
give rise to two ice accretions that are similar in overall structure but di¬erent in
detail.

The central premise of this modelling approach is not new. Its aim is to build up an
ice-accretion structure using discrete elements or `particles’. Lozowski et al . (1983)
demonstrated how such a method could be used to simulate the growth of single
rime feathers. In this case, the discrete elements were individual liquid droplets that
froze as spheres on impact. Gates et al . (1988) extended the method to simulate rime
icing on a ­ xed cylinder, while Personne et al . (1990) have used it to simulate icing
on a rotating cylinder. In all three papers, the impacting particles were assumed to
freeze at the point of contact with the existing ice structure. The resulting structures
tend to have a low density with many air inclusions, much like natural low-density
rime. In order to simulate the formation of ice with higher densities, it was necessary
to allow the impacting particles to migrate along the existing accretion surface and
to insinuate themselves into crevices and voids within the ice structure. By allowing
limited droplet mobility after impact, Lozowski et al . (1991) were able to produce
quite realistic simulations of the structure of giant hailstones. Szilder (1993) extended
this approach to allow much greater particle mobility. The particle mobility was
formulated in the model using a Monte Carlo approach, leading to a `random walk’
of the particle along the accretion surface.

The morphogenetic model, as it is described here, consists of a ballistic trajectory
model that determines where the particles impact and a random walk model that
controls the surface motion and freezing of the particles. While it is not absolutely
necessary, it is much easier to keep track of particle motion and location if the
particles move through a lattice. We use a simple rectangular lattice. Although the
particles are indeed ®uid `elements’, we have not found it illuminating to attempt
to de­ ne a one-to-one correspondence between the particles and impacting liquid
drops, or between the particles and coherent structures within the surface liquid ®ow.
While this complicates the interpretation of the model `physics’, it does not preclude
the ability to make a connection between the microscopic model parameters (the
random walk probabilities) and the macroscopic environmental conditions, such as
air temperature, wind speed and so on.

The details of the two- and three-dimensional versions of the model have been
described fully by Szilder (1994) and by Szilder & Lozowski (1995a). Consequently,
we will describe here only the highlights. In two dimensions, we will consider the for-
mation of an icicle under a horizontal surface, and the accretion of ice on a horizontal
cylinder with vertically falling particles. We will then examine the same con­ gura-
tions in three dimensions and, in addition, the accretion of ice on a hemisphere with
vertically falling particles.

(a) The two-dimensional model

A two-dimensional model was created ­ rst, largely for the sake of computational
e¯ ciency. However, it has the advantage of more convenient visualization, since the
particles move within a two-dimensional rectangular lattice. The icing substrate is
de­ ned by ­ lling appropriate lattice cells. Then a particle is ­ red at the substrate
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from a random location on one of the boundaries of the domain. Prior to impact,
the trajectory is taken to be a straight line. The particle is said to strike the icing
substrate (or the existing accretion) when it arrives at a lattice location with at least
one occupied neighbour. Once on the surface, the particle’s motion is determined
by a few simple stochastic rules. At each step in the process, there are ­ ve possi-
ble future states for a particle. It may move one cell in any of four directions|left,
right, up or down (diagonal motion is not allowed)|or it may freeze in situ. We
specify a probability for each of these events. In order to minimize the number of
independent model parameters, the probabilities of upward and horizontal motion
(left and right) are equated. This is called the motion probability. The ratio of the
probability of downward motion to the probability of motion in any other direction is
called the `motion parameter’. We conjecture that its value is related to the relative
magnitude of gravity, surface tension and viscous forces. The freezing probability
is the probability, at each step in the particle’s random walk, that it will freeze.
The freezing probability must clearly be related to the heat ®ux between the icing
surface and the airstream. Since the sum of all ­ ve probabilities is unity, specify-
ing the motion parameter and the freezing probability su¯ ces to de­ ne the model.
Making the link between these microscopic model parameters and the macroscopic
physical and environmental conditions is the most di¯ cult aspect of this type of mod-
elling. As we will describe later, this is done, essentially, by performing numerical
experiments.

Having speci­ ed the model probabilities, the particle’s actual next move is deter-
mined using a random number generator along with a cumulative probability dis-
tribution for the particle’s behaviour. The particle is, however, constrained not to
move into an already occupied cell, nor to move to a cell with no occupied neighbours.
The latter constraint prevents the particle from walking away from the existing ice
or substrate surface.

The random walk of the particle may end in one of two ways. The ­ rst is by
freezing, if a random number corresponding to the freezing probability interval is
drawn. Should this happen, the particle does not necessarily freeze in its present
grid cell. Instead, a `cradle’ location is sought in the immediate neighbourhood of its
present location. The purpose of this procedure is to densify the resulting ice matrix.
Physically, this may be thought of as accounting for the e¬ect of surface tension in
moving liquid into cracks and voids in the ice matrix, where it will subsequently
freeze. A cradle location is sought within a square domain, centred on the particle’s
present position. The side of the square is of length 2n + 1. We call n the `freezing
range parameter’, and we typically specify values between 1 and 5. The particle that
is about to be frozen is moved to the empty cell within this square, where it will have
the maximum number of occupied neighbours. If there is more than one such site,
the ­ nal site is chosen randomly from among them. For small values of the freezing
range parameter, the ice structure remains quite porous (Szilder 1993), while for
large values it tends to be dense and to adopt a smooth surface.

The particle may also cease its random walk if it is shed from the ice structure.
This is allowed to occur in the model if the particle reaches a local minimum in
the surface topography (for example, the tip of an icicle). If the particle remains
at this level without freezing for a critical number of time-steps, referred to as the
`shedding parameter’, it is allowed to drip from the structure. Once a particle’s
motion is terminated, either by freezing or by dripping, the next particle is released.
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The procedure may in principle be continued inde­ nitely, but constraints of computer
time and storage have so far limited typical particle numbers in two dimensions to
several thousand.

(i) Icicle formation

Makkonen (1988a), Szilder & Lozowski (1994b) and Chung & Lozowski (1990) have
all published continuous models of icicle formation. The advantage of the present
method over these traditional approaches is its ability to simulate more complex
pendant ice formations. Nevertheless, the simulation of single icicles is an appropri-
ate test of the model. In order to make the problem two dimensional, cylindrical
symmetry is assumed, as in the classical models. However, in order to distinguish
the resulting two-dimensional model from a slab-symmetrical one, the number of
particles required to completely ­ ll a grid cell increases quadratically with radius,
starting at unity along the axis. The particles are released at the icicle root and move
downward along the existing ice surface. The relations used to specify the freezing
probability and shedding parameter as a function of the ambient conditions have
been derived by Szilder & Lozowski (1994a).

Figure 2 shows an example of the shape evolution of four icicles. Smooth curves
have been ­ tted to the actual surface, which is discrete. As a result, earlier and later
surfaces occasionally intersect. The resulting ribs are a consequence of the stochastic
nature of the model, although they do tend to exhibit some temporal continuity.
The fact that their length-scale is comparable with that observed in icicle ribs may
simply be a coincidence, however. In order to illustrate the stochastic nature of the
model, two simulations with identical model parameters, but using di¬erent random
number sequences, have been juxtaposed in ­ gure 2e, the right-hand side being iden-
tical to ­ gure 2d. Interestingly, this produces a more realistic `e¬ect’, although it is
not physically meaningful in the context of a cylindrically symmetric model. Figure 2
shows that for these cases, icicle mass and cross-section both increase with increasing
heat ®ux. The icicle length, however, may increase or decrease with increasing heat
®ux. The water supply rate does not appear to in®uence the mean cross-sectional
area of the icicles, while the icicle mass and length may either increase or decrease
as the supply rate rises. Szilder & Lozowski (1994a) have shown that the ­ nal ici-
cle length, diameter and mass, as a function of the external heat ®ux and liquid
supply rate, agree well with both experimental data and classical continuous icicle
models.

(ii) Ice accretion on a cylinder

Here we examine a slab-symmetrical model of ice accretion on a horizontal cylinder
under vertically impinging freezing spray conditions in calm winds. By analogy with
the freezing rain problem, the spray ®ux is speci­ ed in mm h¡1. Details of the model
and the derivation of relations relating model parameters to ambient conditions have
been given by Szilder (1994). In the model, the particles are ­ red at the cylinder along
straight vertical trajectories from a random position along the upper boundary of
the domain. The particle’s subsequent random walk is identical to that described
above in connection with the icicle model.

The in®uence of the mean convective heat ®ux on the total impinging spray mass
and the distribution of the ice mass is shown in ­ gure 3a. The total impinging spray
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Figure 2. Evolution of the icicle shape with time. The total time of the simulation is 120 min
and shapes are displayed every 40 min. The following values of the liquid supply rate and heat
° ux from the icicle surface have been assumed: (a) 15 mg s ¡ 1 and 40 W m ¡ 2 ; (b) 15 mg s ¡ 1 and
400 W m ¡ 2 ; (c) 30 mg s ¡ 1 and 40 W m ¡ 2 ; (d) 30 mg s ¡ 1 and 400 W m ¡ 2 ; (e) the same as (d),
but pro¯les from two di® erent simulations are juxtaposed.

mass increases slowly with increasing heat ®ux, because the horizontal cross-section
of the accretion increases with the heat ®ux. As a result, more spray is intercepted
over the duration of the numerical experiment. As the heat ®ux rises, the total
accretion mass increases rapidly at ­ rst, and then more slowly, until it equals the
impinging spray mass at a heat ®ux of ca. 100 W m¡2. The uniform ice layer mass is
de­ ned to be twice the ice mass accreted on the upper half of the cylinder. This is
intended to represent the portion of the ice mass that is not in the form of icicles.
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In order to do this, we imagine the lower half of the cylinder to have an ice accre-
tion that is the mirror image of the accretion on the upper half of the cylinder. The
uniform ice layer mass increases essentially linearly with heat ®ux. Because of the
way in which it is de­ ned, it can exceed the total impinging spray mass, when most
of the ice accretes above the centreline of the cylinder, but we truncate the graph of
uniform ice layer mass at that point. The di¬erence between the two mass curves is
a measure of the pendant ice (icicle) mass, which increases initially with heat ®ux,
achieving a maximum at ca. 100 W m¡2, and then subsequently decreases as the heat
®ux rises still further.

Various linear measures of the geometry of the accretion are shown in ­ gure 3b.
These are: the thickness of the uniform ice layer; the vertical coordinate of the accre-
tion’s centre of mass, measured upwards from the centre of the cylinder; and the
pendant accretion length, de­ ned as the distance between the bottom of the cylinder
and the lowest part of the accretion (plotted as a negative quantity). At low values
of the convective heat ®ux, ice forms only on the lower part of the cylinder. As the
heat ®ux increases, some ice begins to form on the upper part of the cylinder and the
centre of mass rises. It then falls again as an icicle begins to form, achieving a mini-
mum at ca. 50 W m¡2. Still higher heat ®uxes cause more ice to form on the cylinder,
leading to upward motion of the centre of mass, which rises above the cylinder axis
at a heat ®ux of ca. 170 W m¡2. The accretion length exhibits a similar behaviour,
consistent with the variations of the centre of mass. However, the uniform ice layer
thickness simply increases linearly with increasing heat ®ux. The resulting variations
in accretion shape are shown in ­ gure 4, where it can be seen that icicle formation
is a strong function of the convective heat ®ux.

Figure 5a,b shows the in®uence of spray ®ux on the accretion mass and geometry,
assuming a constant value for the convective heat ®ux of 30 W m¡2. At a spray ®ux
below ca. 1 mm h¡1, the sensible heat ®ux of the warm spray is small relative to the
convective heat ®ux, with the result that most of the impinging liquid freezes on
the upper half of the cylinder and there is no dripping. When the spray ®ux reaches
1 mm h¡1, there is su¯ cient liquid to cover the entire cylinder. Further increases in
spray ®ux do not substantially alter the accretion on the upper half of the cylinder,
with the result that the mass and thickness of the uniform ice layer are approxi-
mately independent of spray ®ux. However, with increasing spray ®ux, the accretion
below the cylinder grows, the centre of mass moves downward (­ gure 5b) and some
drops begin to fall from the tip of the ice accretion. The accretion length reaches a
maximum at a spray ®ux of 3 mm h¡1. This maximum results from the in®uence of
two competing processes. As the spray ®ux increases initially, the accretion length
increases because there is more liquid available to form the icicle. However, at very
high spray ®uxes, the e¬ect of the sensible heat of the spray reduces the net heat
transfer, leading to more dripping and shorter icicles. The centre of mass also begins
to rise.

A comparison between the morphogenetic model prediction for the uniform ice
layer and a classical continuous model prediction is encouraging (Szilder 1994). More-
over, the icicle behaviour predicted by the morphogenetic model is in qualitative
agreement with that predicted by the classical icicle growth model of Makkonen
(1988a; b) and with the experimental results of Maeno & Takahashi (1984), both of
which show that after an icicle reaches a certain length, further increases in the liquid
supply rate will make it shorter, rather than longer.
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Figure 3. The in° uence of the convective heat ° ux on the accretion process. The following values
have been assumed: spray ° ux 5 mm h¡ 1 ; drop temperature 2 ¯C; cylinder radius 2 cm; and
simulation time 5 h. (a) Variation of the three characteristic masses. The solid line represents
the uniform ice layer mass predicted by a simple energy balance model. The dashed line shows
the total mass of impinging drops if the horizontal cross-section of the structure had not changed.
H , total impinging spray mass; , total accretion mass; °, uniform ice layer mass. (b) Changes
of the three characteristic lengths. The solid line represents a prediction of the uniform ice layer
thickness by a simple energy balance model. °, uniform ice layer thickness; , centre of mass;
H , accretion length.
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(a) (b)

(c) (d)

Figure 4. The in° uence of the convective heat ° ux on the shape of the ice accretion. Consecutive
ice layers formed during 100 min time intervals are distinguished. The diamond shapes ( ) rep-
resent the cylinder surface. The values of the parameters are the same as in ¯gure 3 and only the
convective heat ° ux varies: (a) 5.85 W m ¡ 2 ; (b) 11.7 W m ¡ 2 ; (c) 30.0 W m ¡ 2 ; (d) 70.0 W m ¡ 2 .

, 0{100 min; , 100{200 min; °, 200{300 min.

(b) The three-dimensional model

The three-dimensional model is similar in principle to the two-dimensional model.
The chief di¬erence is that the random walk of the particle occurs in a three-
dimensional lattice. Hence, at each step of the walk, there are seven outcomes|the
particle may move one cell in any of six perpendicular directions, or it may freeze in
situ. The ratio of the probability of downward motion to the probability of horizon-
tal or upward motion (all of which are considered to be equal) is once again called
the `motion parameter’. Based on the numerical experiments of Szilder & Lozowski
(1995c), it is taken to have a value of 3. As in the two-dimensional model, if the
particle freezes, a suitable cradle location is sought, but this time in three dimen-
sions. As in the two-dimensional model, the four microscopic model parameters are
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(e) ( f )

(g)

Figure 4. (Cont.) (e) 120.0 W m ¡ 2 ; (f ) 170.0 W m ¡ 2 ; (g) 250.0 W m ¡ 2 .
, 0{100 min; , 100{200 min; °, 200{300 min.

the freezing probability, the freezing range parameter, the shedding parameter and
the motion parameter.

(i) Icicle formation

Szilder & Lozowski (1995b) have discussed the details of the three-dimensional
icicle model, and have derived relations for the freezing probability and shedding
parameter as functions of the ambient macroscopic conditions.

Figure 6 shows how the icicle geometry varies with air temperature. In order to aid
the visualization, the shading of the particles changes after each of three consecutive
3 min time intervals. Because most of the particles freeze near the tip of the icicle,
rather than along the walls, the icicle shape remains rather more cylindrical than
in the two-dimensional model (contrast ­ gure 2). Figure 7 shows the in®uence of
air temperature on the length growth rate for two values of the supply rate, 10
and 20 mg s¡1. The solid curves are polynomial ­ ts to the model predictions, which,
because of the stochastic nature of the model, exhibit a `natural’ random variability.
In this instance, the length growth rate increases with diminishing air temperature.
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Figure 5. The in° uence of the spray ° ux on the accretion process. The following values have
been assumed: convective heat ° ux 30 W m ¡ 2 ; drop temperature 2 ¯C; cylinder radius 2 cm;
and simulation time 5 h. (a) and (b) as for ¯gure 3a and 3b.

Paradoxically, it also increases with diminishing supply rate. In order to help explain
the paradox, ­ gure 8 compares the model predictions with some experimental data,
as a function of supply rate. At low supply rates there is a rapid increase in the
length growth rate with increasing supply rate. The length growth rate peaks at a
critical supply rate that increases with diminishing temperature. Beyond the critical
supply rate, the length growth rate declines with increasing supply rate. The limited
experimental data are in generally good agreement with the model, although they are
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(a) (b) (c)

Figure 6. Evolution of the icicle shape with time for a wind speed of 3 m s 1 and a supply rate
of 10 mg s 1 . The total time of the simulation is 9 min and di® erent shading is used to distin-
guish three consecutive 3 min intervals. The box is 10 cm high and 4 cm wide. Air temperature:
(a) 5 C; (b) 10 C; (c) 15 C.

restricted to low values of the supply rate and hence do not con­ rm the existence of
a peak in the growth rate curves. There is, however, quantitative agreement between
our model predictions and those of Makkonen’s (1988a) continuous model. Another
prediction of the morphogenetic model that has not been con­ rmed experimentally
is the limiting constant length growth rate of ca. 7 cm h 1 at very high supply rates.

(ii) Complex three-dimensional ice accretions

The power of morphogenetic modelling is its ability to simulate complex three-
dimensional accretion structures, simulations that would be di¯ cult or impossible to
perform with classical continuous models. Szilder & Lozowski (1995a) have described
the details of how the model can be applied to accretion on a non-rotating cylinder
and on a hemisphere, under freezing spray conditions with no wind. These simu-
lations were performed as functions of the microscopic model parameters, rather
than the macroscopic ambient conditions. Figure 9a shows a three-dimensional view
of the simulated ice accretion on a hemisphere, following 4 mm of freezing spray,
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Figure 7. Length growth rate as a function of air temperature under forced convection for two
values of the supply rate, 10 and 20 mg s ¡ 1 and wind speed 3 m s ¡ 1 . The experimental data are
represented by large circles and the model predictions by small circles. The two solid curves are
polynomial ¯ts to the model predictions. °, 10 mg s¡ 1 ; ,̄ 20 mg s ¡ 1 .

with a freezing probability of 0.05% and a shedding parameter of 2000. In this case,
approximately 89% of the impinging liquid mass freezes on the structure while the
remainder drips o¬. Three well-pronounced icicles develop. If the simulation is con-
tinued with an additional 4 mm of spray, three new icicles develop and the existing
icicles thicken somewhat. With additional spraying time, the length of the icicles also
increases, but their number does not. The apparent discrepancy between the freezing
probability (0.05%) and the freezing fraction (89%) may require some clari­ cation.
The freezing probability is the probability of freezing for a particle at each time-
step. A typical particle’s history involves hundreds or thousands of time-steps, hence
greatly increasing the probability that it will freeze somewhere on the ice structure.

In order to ascertain what determines the number of icicles produced, the simu-
lation was repeated a large number of times, choosing di¬erent initial seeds for the
random number generator. The model parameters remained ­ xed for each run, and
the distribution of the icicle spacing angle was examined, following 8 mm of spray.
The angle was found to vary from 34 to 99¯, with a median value of 56.5¯. At the
latter angle, the median distance between the modelled icicles is ca. 20 mm, a value
that agrees well with experimental and theoretical results for icicle spacing (Makko-
nen & Fujii 1993; de Bruyn 1997). The model results also suggest that, to a ­ rst
approximation, the distribution of icicle lengths is uniform. This means that there
is no preferred icicle length, within the range determined by the model parameters
and the ambient conditions.

Figure 9b is a visualization of the three-dimensional accretion on a horizontal
cylinder under conditions similar to those described for the hemisphere. Once again,
the predicted average icicle spacing is ca. 20 mm. Here too, the distribution of icicle
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Figure 8. The length growth rate as a function of supply rate for free convection at four values
of the air temperature: °, ¡5 ¯C; H , ¡10 ¯C; , ¡15 ¯C; and N , ¡20 ¯C. The experimental data
are represented by the large symbols and the model predictions by the small symbols. Solid lines
are ¯ts to the model predictions.

length is also approximately uniform. About 88% of the impinging water forms the
ice accretion, while the rest drips. Szilder & Lozowski (1995a) have determined that
there is an optimum value of the freezing probability (related to the heat ®ux from the
accretion) for which icicles of maximum length form. Depending on the magnitude
of the shedding parameter (related to the spray ®ux), the model predicts either a
series of narrow ­ nger-like icicles or thick curtain-like pendant accretions.

6. Conclusions

Over the past three decades, there has been a progression of computer model devel-
opment in marine icing. The sequence that began with simple algorithms based on air
temperature and wind speed has now progressed to sophisticated three-dimensional
time-dependent models, and promises to incorporate morphogenetic modelling meth-
ods in the future. Meanwhile, the power of personal computers has increased so
rapidly that all of these existing models can readily be run on a PC. One must be
careful, however, not to confuse complexity with understanding and usefulness. Many
of the processes that are modelled in three-dimensional ship-icing models are still not
well understood, so that many of the equations and algorithms that are employed
remain `best estimates’. For example, we still need to improve our understanding of
the time variability of spraying (spray to spray), surface brine ®ow, spray cloud geo-
metry and physics, sponginess and roughness e¬ects, heat transfer from ship surfaces
and surface ®ow of unfrozen brine. While morphogenetic modelling is a promising
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(b)

(a)

Figure 9. Ice accretion on a hollow hemisphere and a cylinder as a result of freezing spray.
(a) Total spray equivalent depth is 4 mm; freezing probability 0.05%; shedding parameter 2000;
inner and outer hemisphere radii 15 mm and 20 mm, respectively. (b) Total spray equivalent
depth is 12 mm; freezing probability 0.05%; shedding parameter 2000; cylinder diameter 10 mm;
cylinder length 100 mm.

approach for application to marine icing, there remain questions about how best to
establish the relationships between the microscopic model parameters (the freezing
probability, etc.) and the macroscopic environmental parameters (air temperature,
etc.). Although computer power continues to increase, it is nevertheless unrealistic
to expect that, in the near future, icing on an entire vessel will be simulated using a
morphogenetic model. Consequently, there is still a case to be made for using sim-
ple computer models (for example, a cylinder-icing model) and linking that model
output to the desired ­ nal output (iceload, for example) using experimental corre-
lations. Full-scale ­ eld experiments are dangerous and expensive, however, so the
marine-icing modeller must make judicious use of wind-tunnel measurements and
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instrumental ­ eld measurements (e.g. Chung et al . 1988) in order to verify and cali-
brate whichever model is chosen for a particular application. `Caveat emptor ’ remains
very prudent advice for anyone intending to use any of the models mentioned here.
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